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Our technical proposal in a nutshell

News Data
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Model training

Trained model

Our approach:
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Train deep learning models.
Experiment with various approaches.
Try to ensure factual correctness.
Integrate with Editor for users to
easily adjust the auto-generated
summary.
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Two types of summarization models

ABSTRACTIVE SUMMARIZATION

Extractive summarization involves concatenating important Abstractive summarization involves generating novel sentences
sentences taken from the article into a summary. from information extracted from the article.

Specifications: Specifications:

* VRT data consists of abstractive summaries. * VRT data consists of abstractive summaries.

« Unsupervised extractive summarization * Supervised abstractive summarization.



1. Deep dive into cxiractive summarization

|I| EXTRACTIVE SUMMARIZATION

Our step-by-step approach: Implementation:
1.  Create a graph with sentences as nodes. . Python
2. Initialize node representations (experiment with 3 approaches):

a.  TF-IDF. _Pyforeh

b. Representations from pretrained BERTje.
C. Pretrain BERTje on VRT data.

Hugging Face transformers
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3. Set edge weights using a similarity metric. | | “‘v"
1l 4. Run PageRank to obtain sentence importance scores. ﬂH' L 1|
5. Sort the sentences according to scores. | IU 11} "
6. Trigram blocking to increase diversity. gl HRRRARNAR
7. Create extractive summary.
8. Evaluate output with ROUGE metric and language experts. % | || |
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2. Deep dive into abstractive summarization

ABSTRACTIVE SUMMARIZATION

Implementation:

Context:

+ T5 - text-to-text transformer
«  mT5 - multilingual TS

«  Pretrained on 101 languages

Step-by-step approach:
1. Fine-tune mT5 to generate summaries:
a. VRT news articles as inputs.
b. Human-generated summaries as targets.
2. Mitigate factual inconsistencies with pointer generator networks.
3. Create abstractive summary.
4. Evaluate output with ROUGE metric and language experts.
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« Python

« PyTorch

« Hugging Face transformers
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Two-stage summarization

We will also experiment with combining the extractive and abstractive
summarization models:

o Select important sentences with unsupervised extractive summarization.

e Generate abstractive summary.

o Evaluate output with ROUGE metric and language experts

This approach is helpful for long documents (>1000 words].




Model evaluation & quality assurance

PROJECT MEASURES

In case of Dutch data scarcity, translate
English summarization datasets to Dutch.

Factual inconsistency will be mitigated by
employing pointer generator networks,
which allows copying of information from
the source article along with generating
novel sentences.

QUALITY ASSURANCE

Evaluation using ROUGE metric.

Our 500+ native freelance network of
language experts.

For training the models, we only use news
data that is already publicly available. Thus,
it includes no personal data and does not
violate the privacy of any individual/
organization. Next to that, we adhere to the
GDPR Privacy by Design principle.

Data received from VRT will be treated
confidentially.

All project members adhere to strict privacy
and security standards and undergo regular
training in IT security and privacy.

Data is stored with a leading cloud-provider
on servers in Europe. The servers are
certified according to 1SO27001 and
ISO9001 standards.




An integrated editor to modify generated summaries
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L Personal login
Export functlonallty y2mate.com - Coronavirus V_ Last Week Tonight with John Oliver [HBO)]_dRFbwjwQ4VE_720p.mp4 m 0‘ . Users can Iogin using 2-factor
Quickly export the summary in File Edit Playback Tools  Saved 3050 = S authentication.

Text, Docx and many other /

formats.
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