
We will ride railways into the future

→ One system for each track
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C h a l lenge

Bri ng p r ev enti v e  m a i ntenanc e t o  the  r ai l way  i nfr as tructure  
i ndus tr y  t o  assure  r i d e  s a f ety

We face thi s  chal l enge w i th  technol ogy,  
k n ow - how ,  dat a anal y si s  and the  r i g ht  p a r t ner s



O p p or t uni ty

W o r k i n g  w i t h  M e t r o  d e  B a r c e l o n a  ( T M B )  w e  h a v e  
a c c e s s  t o  t h e  v e h i c l e  a n d  t h e  i n f r a s t r u c t u r e

→  A n  e v e r  g r o w i n g  d a t a b a s e



Wo r kf l ow

• Our own hardware & Software

• Flexibility for new technologies

• Adapting to customer concerns

Data Capture

• Web-based application for 

defects analysis.

• Export data as graphics or as 

suitable files for BI tools.

• Custom visualization of full 

railways with localized defects.

• Historic data.

• Virtualmech admin tools.
• Creation of historical records

• Allowing preventive maintenance

• Analytics
✓ Preventive maintenance

✓ Impact on maintenance costs

• Alarms
✓ Impact on safety

✓ Real time status

• Computer Vision

• Deep learning for image filtering

• Digital signal processing

• Statistical optimization

Data processing

Data storage

Data products
Presentation 

Layer



Te ch nic al  a s s es smen t  – Wo r kf l ow d e t ai led
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D a t a  C a p ture

@ 100 Hz

Histogram equalization.

Fast CNN classification.

No

Image processing

Discard image

Yes

Alarm system

Premium

subscription?

No

Yes

Small report

Load balancer

Geo-routed

Loc 1

Highly accurate 

CNN detector.

Loc n

Highly accurate 

CNN detector.

...

✓Using data of all subscripted customers → More robust system

✓Fast region-dependent response.

✓Report image with bounding boxes and confidence prediction for 

each defect.

Data Storage

Inertial 

measurements

High-speed 

camera

Velocity 

measurement

Defects?



D a t a  p r o ces si ng

Data Analysis

Labelling Phase

non-labeled

images

CV

algorithms

To be

label?

Initial Dataset

label 

with 

model?

No

Yes

No

Yes

CNN model

Train Update

Manual 

labeling

Labeled 

Dataset

Training Phase

✓ Train → Evaluate results

✓ Considerate main parameters

✓ Relabel

✓ Retrain

Exploitation phase

High-speed 

camera

No
Discard

Yes

Interesting

image?

ML

ProcessStore

Data Results

✓ Big Data → Scalable



D a t a  p r o duc t :  A n a l y t ic s  +  St a t u s  +  A l a r ms  +  P r e s ent at i on l ayer

Master DB

(PostgreSQL)

Replicate Slave DB

Slave DB

Write

...

Server 1 Server n

reads

User session data

(NoSQL)

✓Image as non-persistent data.

✓Docker container for the application.

✓Horizontal scaling of data storage and servers.

✓Kubernetes for load balancing and containers management.

✓VM admin tools for monitoring: 
• CPU, disk I/O, daily users, revenue, etc.

Logging Metrics

Automation

Data capture

Load balancer

Reporting & dashboards

Alarms based on conditions

Alarms based on evolution prediction

Evolution



Re s u l ts  f o r  i d e nt i f i c at i on  o f  d i f f erent  e l e ment s  ( 1 )



Re s u l ts  f o r  i d e nt i f i c at i on  o f  d i f f erent  e l e ment s  ( 2 )



St a t u s  o f  t h e  m o c k  u p  – O u r  r o a dmap
Data

Capture
Data processing

Data 

Products

Presentation 

layer

Hardware out of 

the scope of 

this project

1. Image preprocessing

2. Mechanical casing

3. Better resolution

4. Better cameras

5. Faster acquisition

Labelling Phase Training Phase Explotation Phase

1. Reporting

2.    Alarms

3.    Track status

Done Next steps: experiment? In the future

Big Data 

+

Scalability

* The data processing is augmented with re-

training of our CNN and continuous feedback

Continuous feedback* Results readily available



N e w  t e c h ni c al  p o s si bi l i t i es

• More defects

✓Feature matching for detecting 

lateral movements in 

consecutive images.

• Visualizations

✓Railway reconstruction using 

the feature displacements.

• Integrate CV and IMU data

✓Dynamics ↔ Track status

✓Rolling stock maintenance

✓Evaluate root cause of damages



Te ch nologic al  c h a l l enges a n d  t o o l s

• Cupy, cudf and matplotlib for data organization and exploratory analysis using GPU.
✓Highly unbalance data.

• Select state-of-the-art DL algorithm from literature.
✓Translate the model to a fixed framework for inference: Onnx runtime.

✓Currently using yolov5 for PyTorch.

• AI training in python, and inference in C++.

• Web app using python and Django.

• The capture device can be located anywhere, but data will be stored in European data 

centers.

• Use LabelMe and VM admin tools to increase the dataset and perform periodic updates of 

the DL models.


